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## Theorem (Ham-Sandwich Theorem)

Let $\mu_{1}, \ldots, \mu_{d}$ nice finite measures ${ }^{1}$ on $\mathbb{R}^{d}$. Then there is an affine hyperplane $H=\left\{p \in \mathbb{R}^{d} \mid\langle x, p\rangle=a\right\}$ that simultaneously bisects all the measures; i.e., for any $i \leq d$,

$$
\mu_{i}\left(\left\{p \in \mathbb{R}^{d} \mid\langle x, p\rangle>a\right\}\right)=\mu_{i}\left(\left\{p \in \mathbb{R}^{d} \mid\langle x, p\rangle<a\right\}\right)
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${ }^{1}$ E.g. $\mu_{i}$ uniform probability measure on convex body.
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## Theorem (Aronov, Basit, Ramesh, T., Wagner; '24+)

It is always possible to find a triple of planes where the intersection line of two of them has a prescribed direction.
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## Problem (Grünbaum; '60)

Given a nice probability measure on $\mathbb{R}^{d}$, is it possible to find a d-tuple of affine hyperplanes such that the total mass of every open orthant is $\frac{1}{2^{d}}$ ?
$d \geq 5$ : the problem is overconstrained ( $d^{2}$ degrees of freedom, $2^{d}-1$ constraints). Explicit counterexample due to [Avis; '86].

## Grünbaum's Partitioning Problem (Discrete Version)

## Problem

Given a set $P \subseteq \mathbb{R}^{d}$ of $n$ points in general position, is it always possible to find a d-tuple of affine hyperplanes such that every open orthant contains at most $\left\lfloor\frac{n}{2^{d}}\right\rfloor$ points in P?

## Grünbaum's Partitioning Problem (Discrete Version)

## Problem

Given a set $P \subseteq \mathbb{R}^{d}$ of $n$ points in general position, is it always possible to find a d-tuple of affine hyperplanes such that every open orthant contains at most $\left\lfloor\frac{n}{2^{d}}\right\rfloor$ points in P?

Ex: $d=2$

-



-

## Grünbaum's Partitioning Problem (Discrete Version)

## Problem

Given a set $P \subseteq \mathbb{R}^{d}$ of $n$ points in general position, is it always possible to find a d-tuple of affine hyperplanes such that every open orthant contains at most $\left\lfloor\frac{n}{2^{d}}\right\rfloor$ points in P?

Ex: $d=2$


## Grünbaum's Partitioning Problem (Discrete Version)

## Problem

Given a set $P \subseteq \mathbb{R}^{d}$ of $n$ points in general position, is it always possible to find a d-tuple of affine hyperplanes such that every open orthant contains at most $\left\lfloor\frac{n}{2^{d}}\right\rfloor$ points in P?

Ex: $d=2$


In general, existence of an equipartition for the continuous problem implies existence for discrete version.
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Let $P$ be a set of $n$ points in general position in $\mathbb{R}^{3}$, compute an 8 -partition, i.e. a triple of planes $\left(H_{1}, H_{2}, H_{3}\right)$ such that every open orthant contains at most $\left\lfloor\frac{n}{8}\right\rfloor$ points in $P$.

A brute-force algorithm that checks all possible triple of planes finds a solution in $O\left(n^{9}\right)$.

In the ' 80 , an algorithm ${ }^{2}$ that computes in $O\left(n^{6}\right)$ a solution with prescribed normal for one of the planes was obtained.
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Note: the asymptotic behaviour of $h_{2}(n)$ is not known. Best bounds are:

- $O\left(n^{\frac{4}{3}}\right)$ [Dey; '97];
- $\Omega\left(n e^{\sqrt{\log n}}\right)$ [Tóth; '01]
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## Lemma

The intersection curve $L$ can be computed in time $O^{*}(n+m)$ where $m$ is the complexity of the curve.

What is the worst case scenario for $m$ ?

- If $R$ and $B$ are just in general position, $m$ is $\Theta\left(h_{3}(n)\right)$, where $h_{3}(n)$ is the maximum number of halving planes in a set of $n$ points in $\mathbb{R}^{3}$. Best known bound is $O\left(n^{\frac{5}{2}}\right)$ [Sharir, Smorodinsky, Tardos; '01].
- Under our separation assumptions on $R$ and $B, m$ is

$$
\Theta(n \underbrace{h_{2}(n)}_{O\left(n^{4 / 3}\right)})=O\left(n^{7 / 3}\right)
$$
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## Lemma

Two planes $h_{1}, h_{2}$ simultaneously 4-partition $R$ and $B$ if and only if their duals $h_{1}^{\star}, h_{2}^{\star}$ lie on $L$ and $X\left(h_{1}^{\star}, h_{2}^{\star}\right)=Y\left(h_{1}^{\star}, h_{2}^{\star}\right)=0$.

## The Geometric Idea

Using the alternating sums, we can define a map $\pi: L^{2} \rightarrow \mathbb{R}^{2}$,
$(p, q) \mapsto(X(p, q), Y(p, q))$.
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Step 4: Compute $\omega\left(C_{1}\right)$ and $\omega\left(C_{2}\right)$. Replace $C$ with the one with odd winding number and go to Step 2.

$$
O\left(n+\left|C_{1}\right|+\left|C_{2}\right|\right)
$$

Total cost: $|C|$ is always $O(m)$ and we loop at most $O(\log m)$ times $\Rightarrow$ $O^{*}(n+m)$.
Since $m$ is $\Theta\left(n h_{2}(n)\right)$ and $h_{2}(n)$ is $O\left(n^{\frac{4}{3}}\right)$ we have the desired $O^{*}\left(n^{\frac{7}{3}}\right)$ running time.
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## Where to go from here. . .

## Hard questions:

- Is it always possible to equipartition a nice measure/point set in $\mathbb{R}^{4}$ ?
- Better characterize the asymptotic behaviour of $h_{2}(n)$ and $h_{3}(n)$.
(Potentially) easier questions:
- Is it possible to compute a solution in $o\left(n h_{2}(n)\right)$ ?
- Find an algorithm for the other "types" of equipartitions (e.g. orthogonality condition or prescribed intersection).

Thank You!
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